# ST440/540 Applied Bayesian Analysis Lab activity for 4/15/2024 

## A. HOMEWORK AND QUIZ SOLUTIONS

Q10: Why can't Bayesian just use AIC instead of DIC or WAIC?

AIC doesn't account for posterior uncertainty in the measure of for or the prior in the measure of model complexity.

## B. DISCUSSION QUESTIONS

(1) Discuss your exam solution with your group. What did you do? Did it work?
(2) The following two questions are about missing data.
(a) Say you're are doing a Bayesian simple regression of Y onto X and observations are missing $\mathrm{X}, \mathrm{Y}$, neither or both. Which observations can you safely discard and why?

Only observations with both X and Y are informative for their correlation, so the others can be discarded.
(b) Say you're are doing a Bayesian multiple regression of Y onto X 1 and X 2 and observations are missing $X 2, Y$, neither or both. Which observations can you safely discard and why?

All observations except those with only X 1 have some information. If $Y$ missing you can still use the observation to model $\mathrm{X} 2 \mid \mathrm{X} 1$ for imputation, and if X 2 is missing you can learn about the correlation between X1 and Y.
(3) Causal inference can be viewed as a missing data problem. Say your company has $n$ employees. For a given employee, let $X$ be the number of years with the company prior to 2022 and $A=1$ if they choose to participate in an online training session and $A=0$ otherwise. For each employee we envision two potential outcomes
$-Y(0)$ is the 2022 performance score if they do not take the training $-\mathrm{Y}(1)$ is the 2022 performance score if they take the training
$Y$ is the observed value of the 2022 score, so either $Y(0)$ or $Y(1)$ depending on $A$, i.e., $Y=Y(A)$. The causal effect is the average of $Y(1)-Y(0)$ over the $n$ employees

Here are a few fake observations. Plots are on the next page

| Employee | X | A | $\mathrm{Y}(0)$ | $\mathrm{Y}(1)$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 3.2 | 0 | 73 | NA |
| 2 | 7.1 | 0 | 61 | NA |
| 3 | 1.0 | 1 | NA | 95 |

(a) Explain why a Bayesian t-test comparing the average of $Y$ for the employees that did and did not take the training in a biased estimate of the causal effect.

It ignores lurking variable X . X is a lurking variable because the plots show it is correlated with by A and Y .
(b) Looking at the scatterplot below, would you say that the training session is beneficial?

It appears to improve performance for the new employees (small X).
(c) How might you fill in the missing observations in the table above?

Run a multiple regression with $Y$ as the response and $A$ and $X$ as the predictor, and then make predictions with the non-observed $A$ (i.e., 1-A) as the covariate. Or fit a regression separate for $A=0$ and $A=1$.
(d) Based on this completed table, how would you estimate the causal effect and test if it is positive?
(1) For each MCMC iteration fill in the missing values as draws from the PPD
(2) For each iteration, compute the mean of the differences in the last two columns
(3) Compute a $95 \%$ interval for the causal effect.
(e) What are the main assumptions you're making and how might you verify them?

There are no unobserved lurking variables. Also, we are assuming the stat model for imputation is correct (normal, linear, whatever else we assume).

Plot of $X$ and $Y$ for the those that did $(A=1)$ and did not $(A=0)$ take the training.


Plot of the performace scores Y by X and A .

(4) Nontuberculous mycobacteria (NTM) occurs in the environment and is harmful to humans. The mechanism by which it moves from soil and water to humans remains uncertain. The data you are analyzing comes from two sources. The first is soil samples. For sample $i$, let $Y_{i}=1$ if NTM is found and $Y_{i}=0$ otherwise, $s_{i}$ be the spatial location (lat/long) of sample and $X_{i}$ be environmental covariates such as elevation, soil type, etc. The second data source is human samples. Let $Z_{k}=1$ if they have NTM and $Z_{k}=$ 0 otherwise and $t_{k}$ be the spatial location of their residence. Fake data is below.

(a) The two data sources are collected at different locations. Specify a model to predict the presence of natural NTM ( $s$ ) at the locations of the residential samples ( t ).
Logit(P(Y_i=1)) = beta0 + lat_i*beta1+long_i*beta2+elev_i*beta3...
(b) Given the status ( $\mathrm{Y}=0$ or 1 ) the natural sample at the residential sample, specify a model for the residential data that would allow you to test whether NTM in the local environment is predictive of human disease. What are the main assumptions you're making? Any other data you would like to collect?

$$
\operatorname{Logit}\left(\mathrm{P}\left(\mathrm{Z} \_\mathrm{i}=1\right)\right)=\text { alpha0 + lat_i*alpha1+long_i*alpha2+Y_i*alpha3... }
$$

(c) Describe how you would fit a hierarchical model for both data sources simultaneously that would properly account for uncertainty in your imputation of NTM from $s$ to $t$.

Fit a model in JAGS that simultaneously model $Y$ and $Z$, with the missing $Y^{\prime}$ s at $t$ entered as NA.
(d) How would a frequentist do (c)?
(i) Plug in, i.e., take fitted values of Y as known covariates for Z .
(ii) Do (i) a bunch of times. This is called multiple imputation.

